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ABSTRACT
While  quantitative  data  results  are  used  to
describe immunization programs, textual data
results  are  much harder  to  obtain.  This  may
lead  to  missed  opportunities  to  improve
program  performance.  This  paper  presents
early results from the development of a pilot
cognitive  computing  system  designed  to
systematically  analyze  a  large  volume  of
textual  data  relevant  to  immunization
programs.
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INTRODUCTION
The goal of immunization programs is to 
maintain and improve vaccination coverage to 
prevent diseases. For this purpose there are 
many studies analyzing quantitative data. 
Qualitative data provide important contextual 
information necessary to better understand 
the quantitative data. However, routinely 
analyzing text data can be labor intensive. 
This paper describes challenges and solutions 
in the development of a pilot cognitive 
computing system to support immunization 
programs.

In order to obtain accurate lexicons for use by 
the cognitive computing system, a large 
quantity of immunization program specific 
formal and informal data was identified and 
appropriate cleaning processes were required. 
Word2vec [1, 2], doc2vec [3], glove [4] and 
word-topic mixture (WTM) [5] algorithms were 
adapted to create lexicons. Each lexicon was 
manually evaluated by domain experts and 
scored in automatic evaluation.

METHODOLOGY
Data description

Qualitative data were collected from a variety 
of sources that were categorized as formal and
informal. Sources of formal data included 
vaccine-related websites, scientific documents,
journals and books, and current state 
vaccination-related laws. Sources of informal 
data included Twitter, online forums and news, 
and social media feeds. Formal data were 
characterized by well-structured sentences 
and paragraphs; however, it could reference 
external documents and have multiple topics 
(e.g., a legal statute that covers more than the
immunization program). Informal data were 
characterized by jargon terms, misspelled 
words, slang language, and metaphors but was
generally focused on one topic.

The original objective of the formal data 
analysis was to show if changes in 
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jurisdictional laws were associated with 
changes in vaccination coverage and 
exemptions. However, available jurisdictional 
laws contained very little data (30 MB). 
Additionally, this data referenced external 
documents that were not readily available. The
formal data analysis objectives were revised 
and formal data were collected from additional
sources. Experts provided a list of 
immunization-related websites and journals. 
General scrapers and parsers were developed 
to extract useful information from those 
resources. The data crawling and parsing 
process was automatized, so that system 
could work with the most recent data. In total, 
1GB of formal data were collected. A limitation
of the formal data was that spatio-temporal 
information for the text or previous versions of 
text were not always readily available.

Informal data (2.4GB) posted from November 
2016 through February 2018 were collected 
through searching social media data with an 
online service, Sysomos. The preliminary 
results were retrieved using multiple queries 
containing common immunization terms, such 
as “varicella”, “vaccination”, and “mmr”. 
However, more than 2/3 of data were not 
related to vaccination because some words 
have double meaning. For example, “mmr” is 
used as both the abbreviation for measles, 
mumps, and rubella vaccine by immunization 
programs and the abbreviation for Match 
Making Rank, a rating system used in online 
gaming. In addition, the same text was 
retrieved through multiple queries. The data 
from the multiple queries were discarded. 
Instead, one complex logic query was created 
to retrieve the informal data. In cases where 
certain words had multiple meanings, results 
were restricted using logical operators, so that 
only results that contain two words related to 
immunization were retained.

Data preprocessing

Only textual information were used for 
creating lexicons, even though quantitative 
data such as location, time, and other features
were available. Text was cleaned from links, 
user-names, special characters (except dash 
and apostrophe symbols), and numbers and 
then split into words/tokens. Stop-words were 
removed from tokens. Jargon terms, connected

words, and misspellings were kept in the data 
to allow routinely used language describing 
immunization to be used in future analysis. 

Lexicon creation

Several algorithms and related versions were 
used to develop the lexicon: word2vec and its 
variation doc2vec, glove and WTM. Word2vec 
algorithm is a small neural network with very 
little parameters that allows fast learning of 
vector representation of each word. It has four 
different versions distinguished by sampling of
output (hierarchical softmax or negative 
sampling) and by learning architecture 
(continuous bag of words which is learning 
word from context and skip-gram which is 
learning context from word). Doc2vec is an 
upgrade of word2vec algorithm that is also 
able to learn vectors of documents. It has two 
versions based on architecture that can learn 
word from paragraph and words (PV-DM) or 
can learn words from paragraph (PV-DBOW). 
All of those six versions were evaluated on 
both formal and informal datasets using 
different number of vector sizes. Evaluation 
was done by subject matter experts and using 
a standard benchmark for evaluation of 
language representation [1].

Glove algorithm builds matrix of words co-
occurrences Xij and then optimizes cost 
function:

Ĵ=∑
i , j

f ( X ij ) (w i
T w̄ j− log X ij )

2

where w∈Rd  are word vectors and

w̄∈Rd are context word vectors and

f ( x )={( x /xmax )
3/4 , ifx<xmax

1,otherwise
. 

This function prevents influence from large co-
occurrence of common words (e.g., “on the”, 
“at that”, “he is”). The glove algorithm 
generally shows better results than word2vec 
[4], but we found that algorithm was not 
always stable.

WTM model is a purely statistical model which 
combines ideas from latent Dirichlet allocation 
(LDA) and word2vec algorithms to learn both 
representation of words and topics 
simultaneously. The WTM model generally 
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shows better results than word2vec [5], but it 
is more complex model and slower at 
producing output.

Cognitive computing system

The  cognitive  computing  system  uses  best
scored  version  of  word2vec/doc2vec,  glove
and WTM algorithm, showing ten most similar
word/paragraph  results  to  a  given  query  for
each  of  the  algorithms  together  with  their
similarity  scores.  Paragraphs  and  query
vectors were calculated as average of vectors
of  words  contained  in  each  paragraph  in
formal  data  or  for  each  document  (tweet,
comment, news) in informal data. Since many
programs  will  be  evaluated  by  individual
jurisdictions, searches based on text data from
a  single  jurisdiction  were  implemented.
Additionally,  searches  for  date  range  for  the
informal data were implemented to reflect the
changes  in  language  over  the  period,
especially  in  cases  of  disease  outbreaks.
Moreover,  system  scores  jurisdictions  for  a
search query by averaging scores of first ten
most  similar  paragraphs  to  that  query.  This
distinguishes  jurisdictions  that  are  closely
related to query term from those that are not,
giving  the  score  of  similarity.  Finally,  the
system  determined  if  the  document  (tweet,
comment,  news) from the informal  data was
positively or negatively related to vaccination
using the trained classification model.

OUTCOMES
Evaluation of word2vec/doc2vec algorithms 
showed the best outcomes were given by 
continuous bag of word with negative 
sampling followed by PV-DM on both datasets. 
References used different vectors lengths – 
number of features to describe words. For 
versions of word2vec algorithm, vectors of 
length 50 gave best results, even though 
recommended setting in the references are 
different. Change in vector size for glove 
algorithm wasn’t that crucial as in word2vec 
algorithms.

The cognitive computing system displays the 
results of the best version of word2vec, glove, 
and WTM algorithms results in parallel. 
Analysis showed that different aspects of 
similarity are brought to the top, which is 

useful in certain applications. The word2vec 
result was usually better in understanding 
relationships between query and paragraph, 
while glove algorithm results were more 
influenced by frequency of occurrence of the 
most significant words in query and paragraph.

This system is a web service that 
communicates with algorithms to get results 
for queries and to understand if results are 
positively or negatively related to vaccination. 
Example of a screen of interface is given in 
Figure 1 and functionalities of the 
cognitive system will be demonstrated in 
the presentation.

CONCLUSION
Appropriate  word  and  paragraph
representation  were  achieved  through  a
process  of  text  collection  and  cleaning
followed  by  adapting  state-of-the-art
algorithms  for  text  representation.  The
algorithms  used  brought  different  aspects  of
similarity and had different memory and time
usage properties.  This  variety  of  results  is  a
great  starting  point  for  further  analysis  of
textual  results,  some  of  which  will  be
addressed  in  this  project,  including  counting
repetition  of  informal  documents  and
understanding  the  relation  between
documents.  The  cognitive  computing  system
can stay relevant as long as it is able to collect
new data and use the data to update models.

The  focus  of  future  work  is  on  additional
analysis  of  immunization  data  to  improve
development  of  the  cognitive  computing
system and improve the analytic  capacity to
support immunization programs.
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Illustration 1: Figure 1: Example of lexicon 
search for words, formal dataset
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