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Abstract

US national, state, local, and territorial immunization programs use quantitative
and qualitative data to ensure vaccinations are provided to prevent diseases.
The results of qualitative data analysis are not always available to improve
vaccination coverage because of analysis is labor intensive. The Immunization
Program Cognitive Computing System (IPCCS) was developed to analyze
qualitative data for the Centers for Disease Control and Prevention (CDC).

Data

Text from a variety of formal and informal sources was collected to develop the
IPCCS lexicon. Formal data included policy documents, vaccine-related
websites, scientific journals, textbooks, and state vaccination-related laws.
Informal data included Sysomos searches of Twitter, online forums news, and
social media feeds from November 2016 to May 2018.

Problem and results description

Main challenges to IPCCS development included: 1) collection and matching
spatio-temporal information of formal and informal data, 2) data cleaning and
pre-processing to remove references to external documents, non-relevant data,
jargon, typos, and misspellings, and 3) fast and well-performing word and
paragraph searching. To address these challenges, data were iteratively and
thoroughly cleaned and filtered, the best existing algorithms for text
understanding were used, and a new algorithm for paragraph searching was
developed. Customized features for the lexicon were developed to ensure that
the results of the IPCCS are useful to vaccine domain researchers (e.g., ranking
of US states to show representation extent of search phrase).
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Data preprocessing

Only textual information were used for creating
lexicons, even though quantitative data such as |
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location, time, and other features were available.

: ~~

Text was cleaned from links, user-names, Stop word
special characters (except dash and apostrophe : i @novaﬂ
symbols), and numbers and then split into Lower case
words/tokens. Stop-words were removed from transfo@rmation
tokens. Jargon terms, connected words, and @ Stemming
misspellings were kept in the data to allow < L
routinely used language describing \ Tokenization /
Immunization to be used in future analysis.

Lexicon creation

Several algorithms and related versions were used to develop the lexicon:
word2vec [1] and its variation doc2vec [2], glove [3] and WTM [4]. Word2vec
algorithm is a small neural network with very little parameters that allows fast
learning of vector representation of each word. It has four different versions
distinguished by sampling of output (hierarchical softmax or negative sampling)
and by learning architecture (continuous bag of words which is learning word
from context and skip-gram which is learning context from word).

Doc2vec is also able to learn vectors of 5 T e e
documents. It has two versions based on w(t-2)
architecture that can learn word from |
paragraph and words (PV-DM) or can w(t-1)
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learn words from paragraph (PV-DBOW).

All of those six versions were evaluated

on both formal and informal datasets .,
using different number of vector sizes.

— w(t)

w(t+1)

N

floor
w(t+2)

sat

Lexicon creation

Glove algorithm builds matrix of words co-occurrences X; and then optimizes cost
function:

F=2f(X;)(ww; — logXij)zwhere w € R% are word vectors
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and w € R%re context word vectors and f(x) = {(x/xmax) 'lf’f < Ymax_
1, otherwise

This function prevents influence from large co-occurrence of common words (e.g., “on
the”, “at that”, “he is”). The glove algorithm generally shows better results than
word2vec [3], but we found that algorithm was not always stable.

WTM model is a purely statistical model which combines ideas from latent Dirichlet
allocation (LDA) and word2vec algorithms to learn both representation of words and
topics simultaneously. The WTM model generally shows better results than word2vec
[4], but it iIs more complex model and slower at producing output.

Conclusions

Evaluation of word2vec/doc2vec algorithms showed the best outcomes were given by
continuous bag of word with negative sampling followed by PV-DM on both datasets.
References used different vectors lengths — number of features to describe words. For
versions of word2vec algorithm, vectors of length 50 gave best results, even though
recommended setting in the references are different. Change in vector size for glove
algorithm wasn’t that crucial as in word2vec algorithms.

Analysis showed that different aspects of similarity are brought to the top by different
algorithms. The word2vec result was usually better in understanding relationships
between query and paragraph, while glove algorithm results were more influenced by
frequency of occurrence of the most significant words in query and paragraph.
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Query: vaccine OR exemption OR requirements

Of Words and phrases and thelr Results number: 10 ~ Location: United States v Search
compositionality. In Advances in Word2vec Glove WTM
. . . 1. nonmedical: 0.83 1 et 3.48 1. religlous: 0.89
neU ral |nf0rmat|0n prOCeSSIHQ 2. philosophical: 0.8 2. al:3.47 2. required: 0.86
3. religious: 0.8 3. vaccination: 3.07 3. philosophical: 0.85
Systems (pp 31 1 1 —31 1 9)_ 4. waiver: 0.73 4. required: 3.05 4. nonmedical: 0.84
5. objection: 0.73 5. religious: 2.62 5. philosophic: 0.84
. 6. philosophic: 0,72 6. regulation: 2.58 6. conscientious: 0.83
[2] Le, Q_, & MIkOIOV, T (2014)_ /. conscientious: 0.71 7. 1:2.54 /. must: 0.83
8. process: 0.7 8. health: 2.46 8. homeschooling: 0.82
1 1 1 9. safe: 0.69 0. 2:2.44 9. homeschool: 0.82
DIStrIbUted representatlons Of 10. pbe: 0.69 10. 2009: 2.42 10. timetable: 0.82
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1 1 8 8 - 1 1 9 6 ) Query: mumps or measles cases and outbreaks Results number: |10
-
Location: | Arkansas v Start date: 06/01/2016 End date: 05/02/2018 Search
L]
[3] Pennington, J., Socher, R., & Wordavec Glove Wi
. 1. SOURCE New York Blood Center NYBC Urges the Public to Donate to 1. RT @GodlessApeMan: Dumbest? #YEC #MAGA #ResearchFlatEarth 1. The Flu Vaccine Is Working Better Than Expected, C.D.C. Finds
M annin ( : 2 O 1 4 G I ove: G I o) b a | Replenish the Community's Critically Low Blood Supply NEW YORK To #AntiVax: 0.9679; hitps:/it.colwOapyR12Iv: 1.3159;
g J . . E donate blood or for information on how to organize a blood drive: Call Toll Link; Time: 2018-02-19 21:17:41; Sentiment: NEUTRAL; Author: Link; Time: 2018-02-16 16:09:22; Sentiment: POSITIVE; Author:

Free: 1-800-933-2566 Visit: www.nybloodcenter.org/blood (Please see J5_Project; Reach: 504 buckyball360; Reach: 334
attached list to find the nearest blood drive in your area) In order to maintain
a safe blood supply, a seven-day inventory of all types must be continually

vectors for word representation. In

2.01:02 PM CDT: 0.9693; 2. RT @D_J_0z4: @CDCgov @OANN STOP telling pp! to get their flu shots!

replenished. Companies, organizations, and community groups are also Link; Time: 2017-04-05 16:41:26; Sentiment: NONE; Author: It's only going to #KILL people who HAVE the flu! They've ALREADY

P ro Ceed i n g S Of th e 2 O 1 4 encouraged to step up and host a blood drive in July or August to help http://iwww.arkansasmatters.com; Reach: 8640 ?he:la;i;rla;g;jye;lrzi;cllsegs:[\E/;/fzc(fsl\lG SI??-I,TM flu #vaccine What is
rebuild the blood supply. Hosting a blood drive is easy, and NYBC staff will 3. RT @bengoldacre: Just to reiterate: Andrew Wakefield, struck-off fraudulent Linl?' Tinlm-' 2013—02-18 04:31°55: Sen{f;rl{er;t' NE.GATIVE' Authior:
. he[P you every step of the way. O negative blood dor\0r§ are considgresj anti-vaccine godfather, is at Trump's inaugural ball...: 0.9741; dwlo;/e9' R;aach' 2335 S ’ ' ’
CO n fe re n Ce O n e m p I rl Ca I m et h O d S "universal I," and their blood type is needed most readily in frauma situations Link: Time: 2017-01-21 10:10:28: Sentiment: NEGATIVE: Author: : 2
and emergency departments across the country. Due to its high demand, O LiuLab4Virology; Reach: 168 3. RT @doritmi: #BeHPVfreeFL #FLImmysummit Dr. Michael Brown: we can't
g - negative blood is in short supply, and NYBC encourages individuals with this guarantee no flu if get #vaccines. Working on it - none yet. But better than
I n n atu ra I I a n g u a g e p ro Ce S S I n g blood type to consider stepping forward and donating today. Our local blood 4. RT @ChelseaClinton: Ironic that George Washington is on an anti-science none.: 1.3206:
supply has reached a critically low level, with under a two-day supply of O anti-vax banner - he had the Continental Army vaccinated agains...: 0.9758; Link: Time: 2017-02-03 21:15:37: Sentiment: NEUTRAL: Author:
negative, B negative, and A negative blood. As we head into the summer Link; Time: 2017-03-31 21:16:10; Sentiment: NEGATIVE; Author: ARAdultimmDoc: Reach: 1642
E M N L P ) ( 1 5 3 2 L 1 54 3 months, we are reminded of how essential it is that our communities TinaMorphis; Reach: 8231
( p p 5 - maintain steady participation in blood donation. The best preparation for an 4. | added a video to a @YouTube playlist https://t.co/VWXRyuHfwl The
unpredictable tragedy is having blood on hospital shelves in advance. This is 5. RT @NFIDvaccines: #FF During #HeartMonth #GetVaccinated to #FightFiu Undying Mythology of Tetanus - Dr Tim O'Shea: 1.3242;
key to potentially saving lives. "By spreading the word or even hosting your @Texas_Heart @H_eHA @everettclinic @DrBGellin @iCubed_URI... Link; Time: 2018-01-03 23:01:15; Sentiment: NEUTRAL; Author:
4 F X W T L 1 J Y C own blood drive, inviting friends, family, and community organizations, you 0'_9858:A . SteveCherry3000; Reach: 124
[ ] u L) =y a n g L) =y I ) "y u y "y may save lives in your community,” said Andrea Cefarelli Historically, during Link; Time: 2017-02-10 20:03:30; Sentiment: NEUTRAL; Author: o ;
the summer months, blood centers have had to focus on building up the ARAdultimmDoc; Reach: 1642 5. RT @MicrobiomDigest: The Flu Vaccine Is Working Better Than Expected,
& Liu, W. (2016, November). CoMs D Spp o e 0 i e 0 Sssonl 60§ e, Sandl, and g isonsA RECKLESS REDENPTION Link Tme: 2150245 00104, Siman: POSITIVE, Auhor:

Improving Distributed Word
Representation and Topic Model
by Word-Topic Mixture Model. In
Asian Conference on Machine
Learning (pp. 190-205).
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Aggregate per state ¥

Query: |philosophical exemption

Results number: (5 v|  Location: [United States | | Search
Ac k n o I e d g m e nt Word2vec Glove WTM
1. Virginia: 1.214 1. Georgia: 1.147 1. Virginia: 1.177
2. Georgia: 1.197 2. lowa: 1.132 2. lowa: 1.109
. 3. llinois: 1.164 3. Nevada: 1.118 3. District of Columbia: 1.099
This research was supported by plemeri i o
. 5. Minnesota: 1.084 5. Minnesota: 1.02 5. Georgia: 1.044
th e C en te rs fo r D IS€ase C on t ro I 6. Nevada: 1.069 6. District of Columbia: 1.011 6. West Virginia: 1.041
th rou g h p roj e Ct P | I Ot to AS sess 7. District of Columbia: 1.028 7. West Virginia: 0.969 7. Minnesota: 1.04
8. West Virginia: 0.959 8. lllinois: 0.964 8. lllinois: 1.029
Cog N |t|ve CO m p ut| N g to An a Iyze 9. Alabama: 0.9 9. Alabama: 0.937 9. Alabama: 0.922
10. Philadelphia: 0.544 10. Philadelphia: 0.672 10. Philadelphia: 0.445

Immunization Program Data.



