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ABSTRACT

The amount of user-generated text available online is growing at an ever-increasing rate due to tremen-
dous progress in enlarging inexpensive storage capacity, processing capabilities, and the popularity of 
online outlets and social networks. Learning language representation and solving tasks in an end-to-end 
manner, without a need for human-expert feature extraction and creation, has made models more ac-
curate and much more complicated in the number of parameters, requiring parallelized and distributed 
resources high-performance computing or cloud. This chapter gives an overview of state-of-the-art natural 
language processing problems, algorithms, models, and libraries. Parallelized and distributed ways to 
solve text understanding, representation, and classification tasks are also discussed. Additionally, the 
importance of high-performance computing for natural language processing applications is illustrated 
by showing details of a few specific applications that use pre-training or self-supervised learning on 
large amounts of data in text understanding.
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INTRODUCTION

The exponential data explosion requires developing practical tools for efficient and accurate pattern 
discovery, classification, representation, trend, and anomaly detection in large-scale high dimensional 
textual data (Szalay & Gray, 2006). For a decade now, IBM has been using high-performance computing 
(HPC) to analyze text and create intelligent machines. IBM Watson is a supercomputer that famously 
leveraged language analysis to win a game of Jeopardy (Hemsoth, 2011).

Advances in natural language processing (NLP) are essential for achieving real artificial intelligence. 
Language is considered one of the most complex human inventions and essential to human intelligence 
and social integration. Therefore, success in NLP is a prerequisite for fully functioning, artificially 
intelligent machines.

The industry is currently the largest contributor to NLP development because of its practical im-
portance in handling large amounts of unstructured online data. Understanding public opinion through 
user-generated text analysis guides more informed decisions, policies, and products. Due to increased 
use of online social networks, forums, blogs, product reviews, and news comments, it became easy to 
collect an extensive amount of text needed for understanding opinions and facts about specific topics. 
Being able to understand those texts fully can shape politics, marketing, and many other fields.

As natural language models have become more complex in recent years, usage of HPC locally or in 
the cloud has become inevitable in NLP applications. Most novel NLP models are based on neural net-
works, which forward and backward propagation can be reduced to a vast matrix (tensor) multiplication. 
Therefore, Graphics Processing Unit (GPU) or Tensors Processing Unit (TPU) hardware is used for faster 
training. To enhance those models’ speed and usability, they are mostly implemented in a distributed 
manner and expected to run on a high-performance parallel computing system.

Some popular libraries used in implementing and evaluating the most recent natural language models 
are: NLTK (Loper & Bird, 2002), Gensim (Rehurek & Sojka, 2010), SpaCy (SpaCy, 2020), TensorFlow 
(Abadi et al., 2016), PyTorch (Paszke et al., 2019), Keras (Chollet, 2017), scikit-learn (Pedregosa, 2011) 
and all of them support parallel and distributed processing, while most support GPU, and some even run 
on TPU hardware. Many of those frameworks are easy to learn and have complex neural networks and 
machine learning modules readily available for use. For those practitioners wanting to create and paral-
lelize their algorithms in python, there is an open-source library, Dask (Dask Development Team, 2019), 
that natively scales python code. Also, Google has recently developed JAX (Google, 2020), which can 
transform any python code to allow backpropagation through it. This framework allows an additional 
training speed up by an innovative combination of operations and simple transformation pmap, making 
the algorithm parallelizable and easy to execute on HPC.
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Using those and similar frameworks, people have created data mining and machine learning-based 
algorithms for different NLP applications. Some of these applications are listed below and summarized 
in Figure 1.

Some of common NLP applications are:

1. 	 Modeling public opinion from social media and news on different topics (e.g., politics, racism, 
COVID-19, vaccination);

2. 	 Understand a person’s state and behavior (e.g., depression, suicidal thoughts, interest in products, 
dementia);

3. 	 Sentiment analysis, which goal is to predict the emotion of a given text;
4. 	 Text classification, categorizing text into predefined categories as variables to solve machine learn-

ing problems;
5. 	 Understanding and summarizing large amounts of scientific or legal documents;
6. 	 Translation between multiple languages (simultaneously);
7. 	 Chatbots and dialog systems, which can make full-textual conversations with a human agent or 

another machine;
8. 	 Answering questions automatically, where machines learn how to answer requests coming from 

humans; and
9. 	 Transcription systems, which aim to teach machines to transcribe voice to text or text to voice.

Figure 1. Common NLP Applications
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BACKGROUND

Recent natural language models, such as BERT (Devlin et al., 2018), GPT (Radford et al., 2018), GPT-2 
(Radford et al., 2019), ROBERT-a (Liu et al., 2019), ALBERT (Lan et al., 2019), GPT-3 (Brown et al., 
2020), and T5 (Raffel C et al., 2020) use transformers (Vaswani et al., 2017) and self-attention mecha-
nisms for text representation learning, using 110 million to 175 billion parameters (weights) to learn 
from billions of textual examples. Such huge models cannot be handled with any single computer, CPU, 
or GPU unit, and they are usually optimized and trained in a highly parallel way on a supercomputer.

BERT is among the smaller of the models mentioned above. Its smaller version (BERT base) has 110 
million parameters, and the bigger version (BERT large) has 340 million parameters. It takes about 5.4 
days to train BERT large on 64 V100 GPUs (Dettmers, 2018). The BERT large model’s training takes 
34 days on 8 V100 GPUs with full precision and 21 days with half-precision. However, with appropri-
ate parameterization and optimization, NVIDIA successfully trains the BERT large model in only 47 
minutes using 1,472 V100 GPUs (Narasimhan, S., 2019).

As very few institutions are equipped with supercomputing power, there are many cloud systems 
or supercomputers that are offering HPC or supercomputing services for government, academic (e.g., 
Summit - Oak Ridge National Laboratory, Sierra - Lawrence Livermore National Laboratory, Sunway 
Taihulight, National Supercomputing Centre), or commercial purposes (e.g., Amazon Web Services - 
AWS, Google Cloud, Microsoft Azure, IBM Spectrum Computing, Dell EMC HPC). Many commercial 
solutions offer machine learning as a service on a cloud, which comes with pre-installed software and 
libraries for machine learning.

PRACTICAL CONSIDERATIONS

Obtaining HPC services to an organization is a crucial decision to make. One must consider many aspects 
and issues, including privacy, organization utilization, and ways resources would be used. The following 
are some of the issues involved:

Privacy

•	 What is the privacy level of that data, and is the user allowed to move the data to external hard-
ware? This question can be problematic for data for which the user has gained unique access. 
Usually, in such cases, there is a contract that specifies where data can be stored.

•	 How will HPC hardware store the data, and does the user have options to destroy it entirely? Full 
data removal should be possible in most of the solutions.

Organization Utilization

•	 How much do CPU/GPU/storage cost per hour and unit? If the hardware is needed for academic 
settings, there are many grants and programs through which it can be obtained for free, especially 
for educational purposes and in smaller amounts. The prices vary between CPU/GPU/TPU units, 
and they also depend on the amount of RAM given with those processors.
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•	 How much is hard disc space allowed per user? Storage size is rarely the issue in text processing, 
but some other applications might have this problem.

•	 How much CPU/GPU computational power exists and can be accessed by one user? This question 
is one of the significant factors in choosing the right hardware.

•	 Can the user run multiple processes, and how many of them can be run in parallel? Many of the 
systems have restrictions on the number of processes that can be run in parallel, and it is essential 
to understand the level of parallelization.

Resources Usage

•	 Is there a wall time constraint? There is a restriction on the maximum duration of a process (wall 
time). If that exists, the user needs to make sure that progress is saved before the wall time ends 
and that the program can be continued within a new process from the saved file. It is good practice 
to save progress more often so that it is not lost in a power outage or other hardware issue.

•	 Is the algorithm parallelizable? Some machine learning algorithms are not parallelizable, or they 
may be only partially parallelizable. For example, recurrent neural networks (RNN), which were 
very popular in NLP before transformers, cannot be fully parallelized because of the hidden lay-
er’s serial update. The neuron is waiting for the output of the last neuron in the hidden layer.

•	 Is the implementation well parallelized? A maximum possible amount of parallel processes should 
be used to save execution time for big applications. Parallelization would depend on computing, 
RAM size, and network speed between nodes. It is important to balance them in such a way to get 
the most out of the hardware. A profiler can be used to understand program resource usage better. 
Also, in many cases, parallelization is not natural, so additional work needs to be done. In most of 
the frameworks mentioned above, parallelization will take a few additional code lines, but it may 
require much more work in some other cases.

APPLICATIONS

One of the significant research and industrial goals is to leverage the dynamics of social media content 
emerging around news articles (NAs), both at publisher websites (news outlets) worldwide and at social 
networking services such as Twitter, for intelligence and predictive analytics. Social media and NAs 
play an essential role in documenting daily societal events (Jin et al., 2017; Ramakrishnan et al., 2014; 
Rekatsinas et al., 2017; Sakaki et al., 2010; Korolov et al., 2016). For example, in NSF supported project 
“EAGER: Assessing Influence of News Articles on Emerging Events”, the Temple Data Analytics and 
Biomedical Informatics (DABI) team at Temple University is modeling News Articles and Comments 
collected from more than 1,000 news outlets worldwide. Transforming the streams of social media and 
comments at thousands of news outlets (NOs) into data signals is the complicated problem addressed 
in this project. The researchers then use those signals to foretell the imminence of an (important) event, 
understand opinions about different topics, and develop sound predictive analytics on top of those signals.

This project requires learning a good text representation of formally (news articles) and informally 
written texts (comments and social media posts). This is a challenging problem which in the given ap-
proach utilizes deep learning models based on building blocks called transformers (Vaswani, A et al., 
2017), aimed to discover knowledge from ordered sequences of data. Those models are computationally 
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expensive to train and typically require weeks of distributed GPU processing. On the other side, to model 
complex spatio-temporal networks of user comments in news outlets and social media containing millions 
of nodes and links, the team formulate a massive optimization problem that requires parallel processing 
on CPU nodes with large memory. Additionally, multiple available datasets are used to connect news 
with other kinds of data to get quantitative and qualitative signals for the underlying machine learning 
problem. One such application studied at DABI laboratory is crime analysis. Those types of complex 
networks contain spatio-temporal information and, in general, are extremely large. For example, the 
DABI laboratory study’s crime network consists of more than 4.5 million nodes, even when restricted 
to US data. Both problems are computationally infeasible without relying on high-performance comput-
ing resources.

Domain-Adaptation for Representation Learning 
of News and User Generated Text

When using social media and news comments text to model public opinion or understand events, research-
ers and industry have a significant constraint because such texts are short and condensed. Additionally, 
users-generated texts often contain jargon, sarcasm, links, and emoticons that can change the meaning 
or the tone of the text. To prevail over those challenges and improve accuracy performance, recent pa-
pers proposed algorithms for text classification that require millions of labeled documents (Conneau 
et al., 2016, Zhang et al., 2015, Yang et al., 2016). A vast amount of data needs to be cumulated and 
labeled to model public opinion and to ensure representation of different views on the same topic. For 
example, in recent work (Stanojevic et al., 2019), the authors collected 11.75 million unlabeled tweets 
on gun advocacy.

It is expensive and very time-consuming to label such vast amounts of text. Most universities and 
corporations do not have the resources to label such amount of data. Even if those efforts are attempted, 
it can take years to prepare and characterize enough data. Moreover, when the labeling task is too com-
plicated, or the samples are short and have layered meanings, human labels’ accuracy is questionable. In 
those cases, experts need to be employed for characterizing the example meaning. If machine learning 

Figure 2. Proposed framework for classification of short texts from small amount of labeled data
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models can help with labeling efforts, researchers and practitioners can focus on modeling and interpret-
ing human behavior and opinions.

In (Stanojevic et al., 2019), a self-supervised framework was developed to label vast amounts of un-
labeled data with a few thousand labeled examples (Figure 2). While this approach lowered the amount 
of required labeled data for up to three orders of magnitude, it also resulted in a small drop in prediction 
accuracy.

To speed up the training module, the most expensive part of the framework was parallelized to use 
multiple GPU units on HPC. The most expensive training algorithm used was based on convolutional 
neural networks (CNN). This allowed for more parallelization than recurrent neural networks, which 
are more commonly used in text processing. The researchers used nodes with 512 GB of RAM, with 
two NVIDIA Tesla P100 units, each with 12 GB of RAM. Since GPU units generally have much less 
RAM, neural network-based training module data was fed in small batches leaving enough RAM space 
to use more prominent architectures with more parameters. Additionally, incremental training was used 
so that the time complexity did not increase.

When analyzing an event or opinion, the proposed framework focuses on a specific topic (e.g., 
politics, economy) in which meaning, sentiment, and distributions of phrases change. For example, the 
word ‘liability’ is generally perceived as a negative word. However, economists often use it with a neu-
tral sentiment (Loughran, and McDonald, 2011). The results show that the proposed semi-supervised 
framework with a training module based on CNN architecture performs the best in predicting millions 
of tweets labels with just 5000 labeled examples.

Modeling Users Content on Social Media to Understand Public Opinion

News and social media data, while abundant, pose many challenges that limit the potential benefits of 
machine learning based modeling. Some of the main usage constraints are:

1. 	 The demographic information of users is hidden or not given.
2. 	 Content is short and occasionally incomprehensible without context.
3. 	 Manually labeling millions of posts is challenging for any institution.

The first problem can be solved by using information only from users whose demographic information 
is publicly available. However, as such a pull of users is tiny; the data may contain bias. As a solution 
to the second and third challenges, automatic systems need to model text into distinct opinions utilizing 
users’ networks and their published content.

The DABI team explored the utilization of topic-specific news data to fine-tune state-of-the-art mod-
els, so they can learn to recognize opinion from social media text (Stanojevic et al., 2019). Specifically, 
influence of news articles was studied with a different bias on models trained to classify Twitter data. 
Moreover, performance was evaluated on balanced and unbalanced datasets. The experimental studies 
revealed that the tuning dataset characteristics, such as bias, diversity of vocabulary, and text style, are 
determining the success of classification models. On the other side, the data volume was less important. 
Additionally, it was shown that a state-of-the-art algorithm was not robust on an unbalanced twitter 
dataset, and it exaggerated when predicting the most frequent label.

To learn better representations of text and reduce training time, pre-trained word embeddings WT103 
were used as a starting point. These were created on supercomputers by the training state of the art models 
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with freezing layers on large amounts of English text. ULMFiT architecture is used to learn specific word 
meaning changes in each domain (social media text on specific topics). Despite using model pre-trained 
on WT103 as a starting point, the algorithm still required GPU training on HPC. The DABI team used 
512 GB RAM node with two NVIDIA Tesla P100 units, each with 12 GB of RAM to learn the word 
meanings when training with differently biased news data and to classify the twitter data.

Classifying User’s Comment Relevancy

Users-generated texts, such as blogs, forums, and online news comments, are a rich public opinion poll. 
Analyzing such data is essential for social scientists, policymakers, and journalists. Many survey-based 
studies tried to understand users’ behavior by characterizing and categorizing comments in online news 
(Mishne et al., 2006; Ruiz et al., 2011; Weber et al., 2014; Ziegele et al., 2013).

To better reflect the news and comments semantic relation, a categorization was proposed to label 
comment-article agreement with one of the four categories: relevant, shared entity and category, same 
category, or irrelevant (Alshehri et al., 2020). Fleiss Kappa statistics (Fleiss, 1971) showed “fair agree-
ment” of native English speakers in categorizing this alignment. This score confirms that comment 
relevancy labeling is a challenging task.

In this ongoing research, the DABI team proposed using novel powerful deep learning transformer-
based models to understand the level of relevance between articles and comments while working with 
a limited amount of labeled data. A standard word-level embedding model (Doc2Vec) (Mikolov et al., 
2013), recurrent neural model language model (Siamese LSTM) (Mueller et al., 2016), and finally, a 
pre-trained, transformer language model (BERT) (Devlin et al., 2018) were compared. HPC GPU units 
were used to train and fine-tune BERT on this task, and it achieved up to 26% improvement in accuracy 
compared to the previous state-of-the-art model based on LSTM (Mullick et al., 2019). These results 
confirmed the hypothesis that an architecture based on BERT could capture a deeper level of semantic 
relatedness between comments and news articles.

CONCLUSION

In conclusion, with the rapid advancements in many NLP models, the use of High-Performance Comput-
ers resources became a must. Here is a list of some famous applications of HPC in NLP:

•	 IBM Watson, which used a supercomputer to solve the question-answering problem (Hemsoth, 
2011);

•	 GPT3, the state-of-the-art language model with 175 billion parameters that deceived humans in 
many cases, trained on a supercomputer (Brown et al., 2020);

•	 Google translate, which uses big recurrent neural models trained on GPUs (Wu et al., 2016);
•	 Grammarly, which leverages transformer-based architectures such that training is parallelized on 

multiple GPUs, for correcting grammar errors (Alikaniotis & Raheja, 2020).
•	 Facebook, which uses deep learning, trained on HPC to translate and generate its posts in different 

languages (Facebook Research, 2016).
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Those interested in other academic combinations of NLP and HPC can find other applications in 
content created by Indiana University1 and University Santiago de Compostela2.
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