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Introduction

e Producing high-quality labeled data is a challenge where in many cases, human
involvement is necessary to ensure the label quality
e Human annotations are not flawless, especially in the case of a challenging problem
e Label quality is not the only challenge in in supervised learning; sampling is also a major
challenge (e.g., class imbalance)
e In this work, we report several strategies to enhance the predictions in the
Article-Comment Alignment Problem (ACAP)*
e In our setting, we encounter two main challenges:
m  Noisy label, caused by the high disagreement among annotators since
m  Sampling user comments to be labeled by human annotators which gives highly

imbalanced datasets.

* Alshehri, J., Stanojevic, M., Dragut, E., Obradovic, Z., Stay on Topic, Please: Aligning User Comments to the Content of a News Article. ECIR 2021. 2
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Article-Comments Alignment Problem (ACAP)* i

e Finding the relevancy level between article and comments.

e Labels:
m Relevant

m Same Category
m Same Entities

m Irrelevant

Five datasets (WSJ, TG, DM, MW, and FN), different length, number of articles
and comments.

e Three annotators, labeled 1K examples per dataset

* Alshehri, J., Stanojevic, M., Dragut, E., Obradovic, Z., Stay on Topic, Please: Aligning User Comments to the Content of a News Article. ECIR 2021.
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Motivation

Article and comment pair from Daily Mail to be labeled

BK Score (in c): represent the annotators confidence level regarding the article topic. The

most accurate label is the label obtained by the third annotator (Ann 3).

:a) Daily Mail

.com

Home | U.K. E'ETE) sports | U.S. Showbiz | Australia | Femail | Health | Science | Money | Video | Travel

Latest Headlines | Coronavirus | Royal Family | Prince Andrew | World News | Arts | Headlines | Most read | Wires | Games.

'This is going to happen in the United
States': Donald Trump calls for
surveillance of Muslims and advocates
waterboarding terror suspects after
Brussels attack

« Donald Trump commented on the attack in Brussels which kille
individuals and ISIS has claimed responsibility for on Tuesday
« Trump said in that interview on Fox & Friends that the US needs
borders' and stop allowing Muslim refugees into the country
« He advocated the use of waterboarding on terrorist suspects, s
go further if the laws allowed him

« Trump said Paris terror suspect Salah Abdeslam probably kne
Tuesday and that had he been tortured it could have been stop|

Label obtained by each annotator.
BK Score = Background Knowledge
score out of 10. Background knowledge
score was obtained via survey

Annotator Label BK Score
Ann 1 Irrelevant 4
Ann 2 Irrelevant 3
| Ann 3 Same Category 8 I




Agreement Analysis

e FK = Fleiss Kappa and a = Krippendorff's alpha

score
e Labeling article-comment pairs in WSJ are the Dataset WSJ TG DM MW FN
most challenging task, with the smallest FK 022 036 037 040 045
correspondence between the annotators a 042 0.60 061 0.64 0.66

e We divided data points to Gold (GL) and Noise
(NL) Labels according to inter-annotator
variation o:

m GL: o = 0, all annotators agree on one

label Dataset # GL % GL # NL % NL

WSIJ 443 44% LY 56%

m  NL: o > 0, at least one annotator TG 795 80% 205 20%
disagrees with the other annotators DM ]33 83% 167 17%

. FN 858 86% 142 14%

° ggfasnelgnber of GL and NL varies across the MW 362 86% 138 14%




Proposed Strategies

1. Pre-Weight Labeling (Pre-WL):
o Annotators' knowledge differs based on their interests.
o This technique uses the annotators’ background knowledge (confidence score) to obtain
the final label
m  We asked annotators to scale their knowledge regarding each news topic from
[1-10]
m  We weight each label given by an annotator with he/she confidence level based on
he/she knowledge scale ().

0.3 ifA=[l—4]
w=1406 ifA=[5-7
m The final aggregated lak L R =

= — 7 is the aggregated label
= — n is the number of annotators
Y= Z(lz Wic)/n — 1; is the label given by the i*" annotator
G=1 — w;, is the confidence level for the it" anno-
tator for a given topics ¢




Proposed Strategies

2. Post-Weight Labeling (Post-WL)
o Utilize the inner-disagreement between annotators by allowing the model to treat each
example differently during the training process according to the disagreement leve
m  We calculate g, the inner-disagreement which is the variation per example
m Then walculate the corresponding weight w for each example by leveraging the
exponential growth and decay concept:

i 0 is a hyper-parameter representing the
s 1 ito =0 change rate. We tried different values of
s Thet Poid if otherwise 0 and found via experiments that 0.5 give
the best performance.




Proposed Strategies

3. Annotator Relabeling Agreement Analysis
B Before [ After

o This approach focuses on reverting to the
annotators to relabel the NL examples.

g
m ldentifying NL examples %
m Understand annotators' common §
mistakes during labeling. 2
m  We meet with the annotators, explain the = wo e oM ww e
labeling mistakes
m Ask annotators' to relabel the examples , °°
without looking into the previous noisy % 0.6
label. & 04
o The inner-agreement score increased in both % 0.2
metrics in all datasets, especially in WSJ, where § 00
the agreement score was the lowest before wsy TG DM MW EN
relabeling. Dataset



Experiments

e Data:

m  Five news outlets - Wall Street Journal (WSJ), Fox News (FN), Daily Mail (DM), The Guardian
(TG), and Market Watch (MW)

m 1K labeled article-comment pairs.

n Each class is associated with score {4, 3, 2, 1}, corresponding to {Irrelevant, Same
Entity, Same Category, and Relevant} respectively.

e Classification Model:

m Utilize BERTAC*: that leverage BERT base architecture

m  We introduce the ordinal classification loss to BERTAC

' |7 — il — k =4 (number of classes)
weight =1 + E— 1 — y; is the actual label
— ¢; is the predicted label of the example

* Alshehri, J., Stanojevic, M., Dragut, E., Obradovic, Z., Stay on Topic, Please: Aligning User Comments to the Content of a News Article. ECIR 2021.
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Experiments

e Baselines:

m Original: it contains GS and NE data points, where GS examples represent 54%-87% of

the data, while NE represents 13%-46%
m GS: Only labeled data points with perfect agreement scores

m  Random Labeling (RL): In this naive strategy, we randomly assign a label for the NL
examples that are different from the given noisy label. For example, if the noisy label is 1,

we randomly assign 2, 3, or 4 to that example
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Results: Overall Performance

Dataset WSIJ EN DM TG MW

g | Original | 868(4) | 9L5(.6) | 88.6(.9) | 90.5(.9) | 9L3(:8)

2| GL | 85.0(2) | 929(3) | 895(5) | 9L2B) | 92.0(9)

= RL | 64.7(.9) | 71.8(.9) | 66.4(.9) | 63.8(.6) | 72.5(.5)

g | Pre-WL | 84.3(.2) | 81.7(.7) | 82.7(.4) | 66.7(.4) | 86.2(.6)

g Post-WL | 80.7(.4) | 83.3(.6) | 74.4(.9) | 73.9(.4) | 84.8(.7)

% | Relabel | 83.1(.9) | 88.0(.2) | 85.0(.3) | 88.7(.6) | 88.4(.1)
= RLisa“pure luck” strategy with a probability of 33% that a particular random label matches the relevancy level between article-comment pairs
= GL outperforms Original, which means that the noisy labels in the Original confuse the model
= WS) performance did not improve when using GL; this is because NL examples in WSJ represent more than 50% of WS population compared to the rest of the

dataset (NL = 14%-20%)
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Results: Overall Performance

Dataset WSIJ EN DM TG MW
g | Original | 868(4) | 9L5(.6) | 88.6(.9) | 90.5(.9) | 9L3(:8)
2| GL | 85.0(2) | 929(3) | 895(5) | 9L2B) | 92.0(9)
= RL | 64.7(.9) | 71.8(.9) | 66.4(.9) | 63.8(.6) | 72.5(.5)
g | Pre-WL | 84.3(.2) | 81.7(.7) | 82.7(.4) | 66.7(.4) | 86.2(.6)
g Post-WL | 80.7(.4) | 83.3(.6) | 74.4(.9) | 73.9(.4) | 84.8(.7)
% | Relabel | 83.1(.9) | 88.0(.2) | 85.0(.3) | 88.7(.6) | 88.4(.1)

] None of the proposed strategies, including relabeling, outperform Original and GL

m  Although the agreement score between annotators shown increases between 9%-25% when relabeling the NL

examples, the model performance in Relabel strategy declines between 2%-3% compared to the Original

m Is it reasonable to waste resources and relabel more examples?
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Results: Prediction for Each Label

m Although the overall test accuracy for Original and GL is preferable,

with test accuracy of 86% and 85% respectively, we can see that

both strategies fail in predicting the “Relevant” class Test Accuracy per Class (WSJ)
] “Relevant” class distribution increased by 5% which allows the 100%
model to make correct predictions for that class.
@ 75%
(=)
(] Given the distinct semantics of each class, the “Same Entities” class g
I >
performance is not affected much by the class distribution. The g 50%
entity name in the article-comment pair helps the model learn this §
<
class better, even in the presence of few examples. 2 25%
=
0% —
Irrelevant Same Same Relevant
Entities Category
Classes

B oOriginal ] GL

" Relabel
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Results: Solving Imbalance Issue

Dataset | Original | GL | Relabel | W-Loss
WSJ 86.8 85.0 83.1 88.6
FN 91.5 92.9 88.0 93.0
DM 88.6 89.5 85.0 89.7
TG 90.5 91.2 88.7 91.9
MW 91.3 92.0 88.4 92.5

m  The previous observations change the problem directions; going back to the annotators and ask them to relabel the data is

a misuse of resources in our case

m  This experiment show one of the traditional data imbalance methods, Weighted Loss [*].

m  Reducing the class imbalance problem with the Weighted Loss (W-Loss) method, while keeping noise labels, enhances the

model performance.

* Cao, K., Wei, C., Gaidon, A., Arechiga, N. & Ma, T. Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss. NeurlPS. (2019)
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Conclusion
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e  We analyze several strategies for enhancing human annotators' label quality for the Article-Comment Alignment
Problem (ACAP)

° Our results show that despite reducing the disagreement between annotators, in the case of imbalanced data, this
does not help enhance the model's performance

e  We advocate that one needs to consider reducing class imbalance, in addition to allocating resources to relabeling, as
this also can help enhance a model's overall performance

° In the future, we will focus on combining data imbalance methods with our label quality strategies to further enhance
the predictions of ACAP

e  We also plan to identify more problems with high class imbalance and noisy labels, and work through the lessons
learned in this case study



