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● Background:
○ Anxiety is the most common disorder among adolescents [1].
○ Anxiety or depression in adolescents from 5.4% in 2003 to 8.4% in 2012. [2]

● Objective: Develop machine learning tool to facilitate evidence-based anxiety 
treatment allocation decisions.

● Challenges:
○ Data comes from multi-informant, randomized, longitudinal clinical trials.
○ Studies have more features than patients, even after clinical feature selection.
○ The number of patients who withdraw from treatment or do not fill in all the 

information is significant.
○ Diagnostic comorbidity is the norm, leading to multiple predictive variables.
○ Data is influenced by recorded diagnoses, physicians who conducted studies, 

and geographical regions.

● Dataset’s missing rate, size, and structure of missing values influence the 
ability to predict youth anxiety well.

● Choosing the proposed iterative imputation with the bagging of elastic net 
regressions gives a slight advantage despite the chosen predictor. Joining 
datasets is more significant in successful prediction, especially with the 
out-of-domain target.

● There is a vast gap in data and method understanding and software 
availability. While our paper gives the first directions on handling youth anxiety 
data with machine learning, additional work is required to achieve better results 
on this data.

● Data:
○ From 9 studies on youth (1,161 samples) with primary anxiety disorders.
○ Diagnoses range is 0-8, with higher numbers indicating greater severity. 
○ 108 features selected on the basis of domain knowledge 
○ 202 youth who dropped early were used to understand the properties of 

domain adaptation to withdrawn patients. 
● Baseline methods: 

○ 1) Statistics (mean, median, mode, random, MCMC); 
○ 2) Nearest neighbors (KNN, FKM, KI, FCKI, MICE); 
○ 3) Decision trees (DT) and random forests (RF) (missForest);
○ 4) Matrix decomposition (soft imputation, singular value decomposition). 

● Iterative imputation with regressors:
○ 1) Simple regressions (linear, Bayesian ridge (BR), orthogonal matching 

pursuit (OMP), Bayesian automatic relevance determination (ARD)) 
○ 2) KNN regression 
○ 3) Ensambles (gradient boosting (GB) with DT, adaboost with DT or elastic 

nets (EN), bag of DT or EN).
● Imputation evaluation: 10% of non-missing values are randomly masked. 

Then, imputation algorithms are trained and evaluated on that dataset. Root 
mean square error (RMSE) is calculated on masked data by comparing original 
and imputed values (Full RMSE). When imputation is learned and performed on 
each study separately, the datasets are joined before RMSE is calculated on all 
data at once (Avg study RMSE). We also calculate imputation RMSE for data 
from each study separately. 

● Prediction evaluation: Data is split ratio of 70:15:15. The features are 
normalized. Prediction is evaluated using RMSE on non-imputed predicted 
values of validation and test data to avoid underestimation due to imputation of 
predicted variables.
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decreases the variability of imputation 
performance. Table II shows RMSE of 
imputation per each study. Studies with high 
imputation RMSE (S2, S6, S9) and missing 
rate 61-70% also have low confidence. 
Figure 2 shows that training with joined 
dataset stabilizes and improves imputation 
RMSE. Prediction results depend more on 
predictors than imputation methods.

● Domain adaptation - withdrawn patients: 
We test on withdrawn patients and record in 
Figure 3 RMSE for each combination of 
imputation and prediction methods used. 
Prediction RMSE is worse than on test 
dataset. All predictors trained on single 
datasets give meaningless predictions with 
RMSE higher than 4 points. Predictors 
achieve a 50% RMSE decrease when using 
the joined dataset.

● Imputation methods: We propose the integration of iterative imputation (II) with 
ensemble methods in two-level iterative imputation:
○ The outer level iteration step finishes after all features are imputed within that 

step. Some of the relevant features have a missing rate of 80% (Figure 1). 
○ The inner iteration step always handles the feature with the lowest missing rate 

among the features not handled in the current outer iteration step. 
○ We train separate imputing models on X and y variables. 

● Prediction methods: We trained and tested diverse regression models to 
understand relationship between imputation and prediction models.

● Joining multiple studies: We propose combining studies into a single dataset to 
achieve better prediction confidence.

● Domain adaptation: Data of withdrawn patients have even higher missing rate 
and an additional bias. The proposed imputation approach using joined data from 
multiple studies can improve transfer learning prediction for the case of withdrawn 
patients. 

● Imputation results: Table I shows results when 1) joined dataset is imputed 
(Full RMSE) and 2) each study is imputed separately and results are combined 
(Avg study RMSE). The first part shows baseline methods, followed by the 
proposed methods. Six proposed methods have better Full RMSE than the best 
baseline, and a bag of elastic nets performs the best among all.

● Performance comparison between joined and single datasets: Using joined 
dataset increases RMSE performance by 9.3% for the best imputation model (II 
with a bag of elastic net regressions). It


