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Feature Space

Target Space

An example with 5 attributes in each node



Temporal Graph Regression
Goal: Predict target variables yi at future time step

Matrix view of the 
temporal graph

 



Problems from the graph representation

•  



Related work

•Many traditional approaches focused on learning low-dimensional 
representation of the feature spaces, but not for temporal graph data.
• Some recent works applied dimension reduction techniques on the 
target space. [PLST’12, CPLST’14, FAIE’14].
•None of them consider the representation learning on both spaces. 



Structure-aware Graph Abstraction
 



Structure-aware Graph Abstraction (Cont.)
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Feature-Aware Target Space Learning
 

 



Intuition
Jointly discover the latent feature space and the latent target space. 



The joint learning problem

 

Derivative-free block coordinate descent algorithm is proposed to solve it
All sub-problems have closed-form solution.  



Datasets

•  



Results

•Compared the proposed representation learning method with four 
methods: raw, CPLST, FaIE, SAGA. 
•Evaluated the quality embedding using two regression methods for 
temporal graph regression: Lasso and SGCRF. 
•Varied the training sizes from {20%, 40%, 60%, 80%, 100%} of all 
training data and experimented on 8 windows for each training size. 
•The embedding generated from the proposed method always lead to 
better MSE across all experimental settings. 



Efficiency brought by the graph abstraction 



Conclusion

•Task: find representation of the temporal graph, such that the 
temporal graph regression is faster and more accurate
•Proposed a joint representation learning method for temporal graph 
regression by utilizing the structure of temporal attributed graph
•Developed a block coordinate descent method for solving the 
optimization problem.  All sub-problems have closed-form solutions. 
•Demonstrated the effectiveness of embedding by conducting 
extensive experiments on two real-world datasets.
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