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Why multimodal (MML) learning?

● Humans are MML learners 

○ vision, smell, touch, taste, sound, text, move,...

● Is it possible to teach machine everything we know 

with just one modality?

● Data is originally multimodal

○ research articles, youtube, fintech, news, company 

data, medical data, fitness data, ...



Why are we doing anything else, then?

● Integrating (aligning) modalities has is hard
● Additional modalities add more noise, more 

parameters, and require more knowledge and data
● Explainability, Generalization and Scalability is harder
● Why should you be interested:

○ pretrained DL models allow for faster MML
○ many open challenges
○ many applications - it would change the world



https://insights.daffodilsw.com/blog/multimodal-ai

What is multimodal (MML) learning?



Fusion module

https://web.stanford.edu/class/cs224n/slides/Multimodal-Deep-Learning-CS224n-Kiela.pdf



Where to place fusion module?

● Early - Inputs fusion:

● Joint - Features fusion:

● Late - Outputs fusion:

Formulas use concatenation for 
fusion, but modality fusion is flexible. Fusion strategies using deep learning, by Huang et al., 2020

https://www.nature.com/articles/s41746-020-00341-z/figures/2
https://www.nature.com/articles/s41746-020-00341-z


CLIP (Radford et  al., 2021) - contrastive

●

DALL-E, DALL-E 2, Stable Diffusion, Midjourney, LAION (+5B open dataset)



ViLBERT (Lu et al., 2019) - discriminative



PMD - 70 M dataset



SimVLM (Wang et al., 2022) - generative



CoCa (Yu et al., 2022) - contrastive & generative



Multimodal Chain-of-Thought (Zhang et al, 2023)



Whisper 
(Radford et  
al, 2022) - 
generative - 
mixing  audio 
& text - ASR & 
AST

AudioPalm 
(Rubenstein 
et al., 2023)



data2vec & data2vec2 (Baevski et al, 2022; 2023)



MERIOT RESERVE (Zellers et al, 2022)



Do As I Can, Not As I Say 
(Ahn et al, 2022)



ImageBind (Girdhar et al, 2023)



https://erictopol.substack.com/p/generative-ai-and-the-new-medical



https://mkai.org/artificial-intelligence-framework-reveals-nuance-in-performance-of-multimodal-ai-for-health-care/



Challenges of MML for Healthcare

● Data Sources - private, hard to share - federated learning

● Temporality - signifies a moment in time of a patient

● Missing values

● Skewness

● Interpretability, fairness, explainability

● Tracking various modalities to model complex human body

Resources

● Soenksen et al, 2022; Acosta, et al, 2022



AudiBERT (Toto et al, 2021)



Mol-PECO (Zhang et al. 2023) - olfactory



MASSA (Hu et al, 2023)
- proteins, genes, and 

ontologies



Future of MML

● Modality-agnostic “foundation models” with versatile 

discriminative and generative capabilities

● Parameters sharing will be solved in better ways

● End-to-end automatic alignment from unpaired unimodal data

● Enhanced scaling (Aghajanyan et al, 2023)

● Retrieval capabilities

● More modalities (structured data, sensors & financial signals, 

graphs) & more applications

● Better evaluation and benchmarking (Barbarosa-Silva et al. 2022)



Resources

● CMU Multimodal ML course
● CVPR tutorial on Multimodal ML
● UBC Multimodal Learning with Vision, Language and 

Sound
● Awesome MML
● MML session by Microsoft Applied Scientist - Sep 21st
● Virginia Tech Multimodal Vision
● Stanford Multimodal Deep Learning lecture
● Vision-Language Models

https://www.youtube.com/watch?v=6YsbpYSO_QM&list=PL-Fhd_vrvisNM7pbbevXKAbT_Xmub37fA&ab_channel=LPMorency
https://www.youtube.com/watch?v=helW1httyO8&ab_channel=ArtificialIntelligence
https://www.cs.ubc.ca/~lsigal/teaching20_Term2.html
https://www.cs.ubc.ca/~lsigal/teaching20_Term2.html
https://github.com/pliang279/awesome-multimodal-ml
https://www.oreilly.com/live-events/multimodal-machine-learning/0636920078965/0636920088621/
https://people.cs.vt.edu/chris/cs6804_spring2023/
https://web.stanford.edu/class/cs224n/slides/Multimodal-Deep-Learning-CS224n-Kiela.pdf
https://theaisummer.com/vision-language-models/

